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ABSTRACT
Computer systems today are increasingly complex, employing vast numbers of nodes connected over large geographic areas. As these types of systems become more pervasive and integral to a variety of services, there is a heightened need for scalability and reliability in the underlying communication system.

We present an implementation of a gossip-based, wide-area group communication system that is resilient to process and communication failures and is scalable to a very large number of nodes. We provide implementation details and describe our performance tests. The results are presented and analyzed.
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1 Introduction
Computer systems have become highly distributed, employing large numbers of nodes connected over long distances, and extremely complex. As such systems become more pervasive and integral to a variety of services, there is a heightened need for scalability and reliability in the underlying communication system. Reliable communication that is scalable is important to support a variety of distributed applications and Web Services, including distributed databases and publish-subscribe systems.

A group communication system provides delivery guarantees for messages sent to a group of nodes in a system. Such delivery guarantees can include reliable delivery to all operational nodes, as well as source ordering, causal ordering, and/or total ordering of messages despite node and link failures.

The size, distribution, and complexity make these systems difficult to design, configure, analyze, characterize, and maintain. Great care must be taken to ensure consistency even in the presence of various faults and failures that occur. Additionally, large systems include inherent asynchrony due to variable and unpredictable processing and transmission delays. Many current protocols for group communication suffer dramatic performance loss when the number of nodes increases.

Starlab is an implementation of a peer-to-peer gossip-based communication protocol as described by Ker-

marrec, et al. [1]. In a gossip protocol, each node maintains a partial view of the group membership, to which it forwards (“gossips”) the messages it receives. Gossip-based communication protocols have a number of desirable properties, such as scalability to very large numbers of nodes and resilience to node and communication faults. The communication protocol relies on a self-organizing group membership protocol developed by Ganesh, et al. [2]. The membership protocol operates in a completely decentralized manner, providing members with a partial view size that is appropriate for the size of the system but without the need for any node to know the group size.

Each node in the system maintains both an inView of nodes from which it receives gossip messages and an outView of nodes to which it forwards messages. The outView of each node provides a partial view of the entire system. Whenever a message is received at a node, that message is then forwarded to all the nodes in the outView. The communication protocol provides probabilistic guarantees that messages will be delivered atomically, i.e., that the messages will reach every node in the system.

We have implemented the Starlab group communication protocol and conducted performance tests on our local network and on Emulab [3], an integrated experimental environment for distributed systems and networks.

Our performance results for Starlab indicate that latency is directly proportional to the number of hops that a message travels. Pittel [4] showed that, for a system organized in the manner we describe, the number of hops required to reach all the nodes (i.e., the diameter of the system) is proportional to \( \log(n) \) in a system of size \( n \). Because the measured latency in our system is proportional to the number of hops traveled, the latency for a multicast to reach all nodes in the system is proportional to \( \log n \) and thus scales gracefully.

The rest of this paper is organized as follows. We outline related work in Section 2 and describe our implementation in Section 3. We discuss our performance testing and results in Section 4, and we give conclusions and plans for future work in Section 5.

2 Related Work

Gossip protocols scale very well to large numbers of nodes. Our implementation is based on a probabilistic gossip-
based group communication protocol described by Kermarrec, *et al.* [1]. In the gossip protocol, each node maintains a partial view of the group membership, to which it forwards (“gossips”) the messages it receives. The communication protocol has a number of desirable properties, such as scalability to a very large number of nodes and resilience to node and communication faults.

Our work is also based on SCAMP (Scalable Membership Protocol) [2], a self-organizing group membership protocol developed by Ganesh, *et al.* The membership protocol operates in a completely decentralized manner, providing members with a partial view size that is appropriate for the size of the system but without the need for any node to know the group size.

The focus of the preceding work [1, 2] is on theoretical analysis and simulation results, rather than on an implementation. Thus, our contribution is in providing an implementation and performance results.

Other work has also explored gossip-based communication protocols. Birman, *et al.* [5] described Bimodal Multicast, a probabilistic protocol that uses peer-to-peer interaction for reliable multicast. Bimodal Multicast is designed for a static set of processes that communicate over a fully connected point-to-point network, in contrast to the dynamic, partially connected system we describe.

Eugster and Guerraoui [6] developed a scalable gossip-based multicast algorithm that ensures, with high probability, that a process interested in a multicast event delivers that event and a process not interested in that event does not receive it.

While gossip-style protocols scale very well, other group communication protocols are designed for a relatively small system and do not scale well to a large number of nodes.

SCALATOM [7] is a scalable fault-tolerant algorithm that ensures total order delivery of messages sent to multiple groups of processes. The ordering algorithm uses two companion protocols, a reliable multicast protocol and a consensus protocol, which are not required to use the same communication channels or to share common variables with the total order protocol.

The Spread system [8] is based on a daemon-client architecture where long-running daemons establish the message dissemination network. This allows effective wide-area routing. Spread services include reliable message delivery and total ordering even in the event of node failures and network partitions.

The MAFTIA middleware architecture [9] supports multi-party interactions reliably under a group oriented middleware suite. MAFTIA uses a network system consisting of LANs situated on a WAN to support wide-area stability.

## 3 Implementation

We have implemented a gossip-based group communication protocol. A gossip protocol relies on a peer-to-peer communication model. The protocol is quite scalable to very large systems, and is particularly suitable for systems that are not completely connected, or in which some nodes and links may fail and recover. The load is distributed among the nodes, providing scalability. Resilience to node and link failures is achieved by using a redundancy of paths and messages.

The basic communication protocol operates in much the same way as gossip spreads or an infection is disseminated, as shown in Figure 1. When a node $p$ needs to communicate a message $m$, it sends the message to a randomly chosen subset of nodes. When a node $q$ receives $m$ for the first time, it delivers the message and forwards it to a randomly chosen subset of nodes. The communication protocol provides probabilistic guarantees that a message will be delivered atomically, *i.e.*, that the message will reach every operational node in the system. Pittel [4] showed that, for a gossip-based system such as the one we describe, the number of gossip rounds required to reach all the nodes in a system of size $n$ is proportional to $\log(n)$.

The group communication system we describe includes a gossip protocol for distributing a message, a membership protocol that determines the subset of nodes to which a node gossips a message, and fault handling mechanisms to deal with events such as node and link failures. The organization of the group communication protocol is shown in Figure 2.

In the rest of this section we describe the system model, the gossip protocol, the membership protocol, the...
fault handling mechanisms, and the details of the implementation.

3.1 System Model

We consider a system consisting of $n$ nodes, where $n$ may be very large, e.g., tens of thousands. No node needs to be aware of the total number of nodes in the system. The underlying graph formed by the nodes and the links between nodes is assumed to be connected in that every node is reachable by at least one path from every other node, where a path consists of one or more links. However, a given node is not assumed to have direct communication with all of the other nodes, i.e., the underlying graph is not completely connected. Some of the nodes may be faulty and cease to send messages. Communication between processors is unreliable, and thus messages may need to be retransmitted and may be delayed arbitrarily.

We distinguish among the terms generate, send, receive, forward, and deliver. A regular message is generated by the application to be sent on the communication medium. A processor that receives a message from the communication medium can forward it to other processors, and/or deliver it to the application.

3.2 Gossip Protocol

The protocol makes use of several types of messages as listed below:

- **APP_MSG**: A regular message that has been generated by the application for delivery back to the application
- **INIT_SUBSCRIPTION**: An initial subscription request that is sent by a subscribing node to a proxy node
- **REQ_CONTACT**: A message containing the identifier of a subscribing node. Initially sent by the proxy node as part of the indirection mechanism. Will be forwarded until the count is zero, at which point the receiving node functions as the contact node
- **REQ_CONTACT_ACK**: A message that is sent from a new contact node to the newly subscribing node. It notifies the subscribing node that the sender is its contact. The subscribing node will add the contact node to its outView and inView. The subscribing node sets a lease timer upon receipt of this message
- **FWD_SUBSCR_REQ**: A message containing the identifier of a subscribing node. Initially sent by the contact node and forwarded until the subscription is accepted
- **SUBSCR_REQ_ACK**: A message that is sent to a subscribing node from a node that has accepted its subscription. The receiving node adds the new node to its inView
- **REDIR_CONTACT**: A message that is sent from an unsubscribing node to a node in its inView. The receiving node will drop the unsubscribing node from its outView and replace it with the identifier contained in the message payload
- **DROP_OV_CONTACT**: A message that is sent from a re-subscribing node to a node in its inView. The receiver node will remove the sender node’s contact data from its outView
- **DROP_IV_CONTACT**: A message that is sent from an unsubscribing node to a node in its outView. The receiving node will remove the sender node’s contact data from its inView
- **UPDATE_OV_WEIGHT**: A message that contains a weight update for the arc between the receiving node and the sending node
- **UPDATE_IV_WEIGHT**: A message that contains a weight update for the arc between the receiving node and the sending node
**RESUBSCR_REQ_CONTACT**: A message that is sent from a resubscribing node to a node in its outView. The receiving node will forward the subscription request to all the members of its outView and add the resubscribing node to its outView.

**HEARTBEAT**: A message that is sent periodically by a node to aid in fault detection.

The fields\(^1\) of a message \(m\) are:

- **type**: message type; one of the types listed above
- **sender**: identifier of the sender of \(m\)
- **seq**: sequence number for an APP\_MSG, or ⊥ for all other types
- **payload**: application-generated contents of an APP\_MSG, number of times to forward for a REQ\_CONTACT message, weight for UPDATE\_OV\_WEIGHT or UPDATE]\_IV\_WEIGHT message, node identifier for a REDIR\_CONTACT message, or ⊥ for all other types

As described by Kermarrec, et al. [1], each node \(p\) in the system maintains both an inView\(_p\) of nodes from which it receives gossip messages and an outView\(_p\) of nodes to which it forwards messages. The outView\(_p\) of each node provides a partial view of the entire system. Whenever a message is received at a node for the first time, that message is then forwarded to all the nodes in the outView\(_p\).

### 3.3 Membership Protocol

The gossip protocol depends on a membership protocol to form and maintain the inView\(_p\) and outView\(_p\) at each node \(p\). As described by Ganesh, et al. [2], the membership protocol includes mechanisms for a node to join the system and for the underlying graph to be rebalanced. The membership protocol is executed autonomously at each node, without global knowledge of the system.

A new node \(r\) requests to join the system by sending an INIT\_SUBSCRIPTION message to a well-known node \(p\), called a proxy node. The proxy node \(p\) begins a mechanism called indirection. Indirection is designed to ensure that the initial contact node is chosen approximately at random from all the nodes in the system. To begin the indirection mechanism, the proxy node selects a counter value and sends a REQ\_CONTACT message containing this counter to a node \(q\) in its outView\(_p\). The counter determines how many times the REQ\_CONTACT message is to be forwarded. The node \(q\) to which the REQ\_CONTACT message is sent is chosen from the outView\(_p\) with probability based on a weighting mechanism described in the original protocol [2].

When node \(q\) receives a REQ\_CONTACT message, it checks the counter value. If the counter is greater than zero, node \(q\) decrements the counter and forwards the REQ\_CONTACT message to a node that is chosen from its outView\(_q\) with probability based on the weighting mechanism [2]. If the counter in the REQ\_CONTACT message is zero, node \(q\) serves as the contact node for the subscribing node \(r\) and sends a REQ\_CONTACT\_ACK to \(r\).

The new node \(r\) begins with only its contact \(p\) in its outView\(_r\). Node \(p\) then sends a FWD\_SUBSCR\_REQ message to all nodes in its outView\(_p\). The FWD\_SUBSCR\_REQ message contains the identifier of the subscribing node \(r\). Additionally, \(p\) creates extra copies of the FWD\_SUBSCR\_REQ message and forwards each to a random node in its outView\(_p\). The number of extra copies is referred to as \(extra_p\) and is a design parameter that determines the level of fault-tolerance of the system.

When a node \(p\) receives a FWD\_SUBSCR\_REQ message containing the identifier of subscribing node \(r\), and \(r\) is not already in \(p\)’s outView\(_p\), \(p\) will, with a given probability, keep the FWD\_SUBSCR\_REQ message and add \(r\) to \(p\)’s outView\(_p\), or else forward the FWD\_SUBSCR\_REQ message to a random node in \(p\)’s outView\(_p\). The probability of keeping the FWD\_SUBSCR\_REQ message is inversely related to the size of \(p\)’s outView\(_p\), and serves to keep the system balanced in the size of its outViews as well as its diameter, both of which are \(O(\log(n))\).

The protocol makes use of an additional lease mechanism to ensure that the graph is balanced, i.e., that the outViews are of the required size. This lease mechanism is described in Section 3.4, and also serves to reduce the likelihood that a node is isolated for a prolonged period of time. The membership protocol also employs a mechanism for a node to unsubscribe as described in the original protocol [2].

### 3.4 Fault Handling

While the membership protocol described creates a connected graph, it is possible that link and node failures can cause a node to become isolated. To rectify this situation, a node \(p\) periodically sends a heartbeat message to the nodes in its outView\(_p\). A node that fails to receive any heartbeat messages for a sufficient amount of time will initiate a process of subscribing again called resubscription.

In addition, each subscription has a finite lifetime, called its lease. When a subscribing node receives a REQ\_CONTACT\_ACK message from its contact node, it sets a lease timeout. When the lease timeout expires, the node begins the resubscription process.

To resubscribe, a node \(p\) sends a RESUBSCR\_REQ\_CONTACT message to an arbitrary node \(q\) in its outView\(_p\). The receiving node \(q\) will forward the RESUBSCR\_REQ\_CONTACT message to all the members of its outView\(_q\) and add the resubscribing node to its outView\(_q\). The resubscribing node \(p\) also sends a DROP\_OV\_CONTACT message to every node \(r\) in its inView\(_p\). The receiving node \(r\) will remove the sender node \(p\)’s contact data from its outView\(_r\). The resubscribing node \(p\) will remove all nodes from its inView\(_p\), but will not change its outView\(_p\).

\(^1\)Throughout this paper, we use ⊥ to refer to an empty value. When an empty message is created, all of the fields contain ⊥.
Figure 3. Latency of the group communication system as measured in local lab.

Figure 4. Throughput of the group communication system for 10 byte and 100 byte messages.

Figure 5. Latency of the group communication system as measured on Emulab.

2.4 GHz AMD Athlon 64 4000+ processor and 1 GB RAM, connected through a 100 Mbit/s Ethernet. Performance for the group communication protocol as measured in this lab is shown in Figures 3 and 4.

To measure throughput, a single node sends an initial message to all other nodes, and then begins generating and transmitting regular messages. Each receiver records the time $t_1$ when the initial message is received, checks the validity of each regular message received, counts valid messages until the desired number $M$ is reached, and then records the time $t_2$. The throughput is then calculated as $(t_2 - t_1)/M$.

The mean throughput in messages/second as a function of the number of nodes, for message payload sizes of 10 bytes and 100 bytes, is shown in Figure 4. These measurements were conducted with a single node sending to other nodes in the system.

The measurement of latency in a distributed system is complicated by the clock skew between the sending and receiving node. To perform latency measurements, we made use of a technique described by Budhia, et al. [11]. The sending processor $p_1$ appends its current clock value to a message being transmitted. The receiving processor $p_2$ reads its own clock value immediately after receiving the message. The difference between the two clock values is the message delivery latency $L_i$ plus the clock skew $S$. Summing these latencies over $M$ messages, processor $p_1$ measures

$$L_1 = \sum_{i=1}^{M} (L_i + S)$$

and processor $p_2$ measures

$$L_2 = \sum_{i=1}^{M} (L_i - S).$$

If $M$ is large enough and the clock skew does not vary significantly over time, we can estimate the mean latency $L$ as

$$L = \frac{L_1 + L_2}{2M}.$$
We sent $M = 100$ messages of size 18 bytes at a rate of one message per second for each measurement of average latency; this was repeated 30 times for each test run.

The mean latency in milliseconds as a function of the number of hops the message travels is shown in Figure 3; these results indicate that latency is directly proportional to the number of hops traveled. As indicated in Section 3, for a gossip-based protocol such as the one we describe, the number of hops required for a message to reach all the nodes in a system of size $n$ (i.e., the diameter) is proportional to $\log(n)$. Because the measured latency in our system is proportional to the number of hops, the latency for a multicast is proportional to $\log n$ and is thus scalable to very large systems.

We also performed latency measurements over Emulab [3], an integrated experimental environment for distributed systems and networks. We performed the measurements using up to ten nodes running Fedora Core 6, connected by a 100 Mbit/s Ethernet. We sent $M = 100$ messages of size 18 bytes at a rate of one message per second for each measurement of average latency; this was repeated 30 times for each test run. The mean latency as a function of the number of hops the message travels is shown in Figure 5. As in the case of tests in our local lab, the latency measured on Emulab is shown to be directly proportional to the number of hops traveled, and thus the latency for a multicast is proportional to $\log n$, where $n$ is the number of nodes in the system.

## 5 Conclusions and Future Work

With the growth of the internet and increased demand for web services has come a heightened need for group communication systems that are scalable to a large number of nodes distributed over a wide area.

We have implemented Starlab, a gossip-based group communication protocol. Gossip-based communication protocols have a number of desirable properties, such as scalability to very large numbers of nodes and resilience to node and communication faults.

Our main contribution is the implementation and performance testing of our system. We have shown that the latency for our implementation is proportional to $\log n$, where $n$ is the total number of nodes in the system, and is thus scalable to very large systems.

Future work will include further performance testing, fault injection and anomaly detection measurements, as well as extending the implementation to render it intrusion-tolerant.
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